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Abstract: 

Context and purpose of the study – Vine development, and hence management, depends on dynamic 
factors (climate, soil moisture, cultural practices etc.) whose impact can vary depending upon their temporal 
modalities (timing, duration, threshold, eventually trajectory and memory effects). Therefore, 
understanding the effect of the temporal variation of these factors on grapevine physiology would be of 
strategic benefit in viticulture, for example in establishing yield potential. Today many estates own data that 
can support temporal analyses, while the emergence of precision viticulture allows management at higher 
spatial and temporal resolutions. These data are a great opportunity to advance knowledge about the 
dynamics of grapevine physiology and production, and promote an improved precision of vineyard 
practices. The exploitation of these data needs analytical methods that fully explore time series data. 
However, current methods tend to only focus on a few key phenological stages or time steps. Such 
approaches do not fully address the potential information captured by continuous temporal measurements 
because they introduce limitations : i) they rely on choices of variables and timing, ii) they often require 
suppressing data or analysing only parts of a time series and iii) data correlation over time is not taken into 
account. A new approach is explored in this paper, using a Bayesian functional Linear regression with Sparse 
Steps functions (BLiSS method). The BLiSS method overcomes the mentioned limitations and leads to a more 
complete and objective analysis of time series data. Based on the identification of climatic periods affecting 
yield, the objective of the study is to evaluate the potential of the BLiSS method.  

Materials and method ‐ Minimum and maximum daily temperatures during the year preceding the harvest 
year were regressed against the number of clusters per vine using the BLiSS method on one block of a 
commercial vineyard in the Bordeaux region over 11 years. The reliability and pertinence of the BLiSS 
method to reveal already reported, ignored or underestimated temperature effects on the number of 
clusters per vine are tested by comparison with literature results. 

Results ‐ The BLiSS method allowed the detection of periods when temperature influenced the number of 
clusters per vine during the year preceding the harvest year. Some of the detected periods of influence had 
already been reported in literature. However, the BLiSS outcomes suggested that some of those known 
periods may have a different duration or several effects, thus challenging actual knowledge. Finally, some 
new periods of influence were identified by the BLiSS method. These results confirmed the potential of the 
BLiSS method to undertake a fuller exploration of time series data in the case of climate influence on grape 
yield. 
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1. Introduction  
Understanding precisely the temporal progression of physiological processes is an important step to 
improve any crop management. It helps to refine decision‐making and the scheduling of pertinent field 
observations that are adapted to seasonal conditions. Due to its perennial nature, vine physiological 
processes are interdependent at intra‐ and interannual levels. This interdependency sometimes results in 
complex autoregulation, memory or trajectory effects (Vaillant‐Gaveau et al., 2014). Understanding the 
temporal progression of a vines physiological process is therefore complicated by the temporal 
interdependencies that need to be taken into account.  
The temporal analysis of a physiological process requires the identification of both periods and variables 
that correspond to an increased sensitivity in the response. Once potentially influential periods for a given 
variable have been identified, a second analysis can be performed in order to investigate the explanatory 
mechanisms that lay behind these detected influences. To the best of the authors’ knowledge, aside from 
field expertise, there are two main approaches to determine the combinations of variables and periods that 
are influential on a physiological process. The first approach consists of field or laboratory experiments, 
which focuses on a few hypothesized periods and influencing variables (Buttrose, 1974 ; Pagay & Collins, 
2017). However, this approach only allows a few combinations of critical stages and influencing variables to 
be tested, which is its main limitation. The second approach, based on data mining, seeks to address such 
limitations. However, to perform these analysis easily with existing statistical methods, such as linear 
regression, most studies have segmented an influencing variable time series (i.e. history) into synthetic sub‐
variables, for example the sum of rain over 10 days (Guilpart et al., 2014 ; Molitor and Keller, 2017). This 
simplification reduces the detection of critical periods to the chosen time step and often focuses the analysis 
over a fraction of the data time series. Therefore, information that could improve the understanding of crop 
physiological processes is potentially missed. Moreover, the sub‐variables are independently analysed using 
these classical methods. As such, the potential influence of data correlation over time is not taken into 
account. For example, the impact of summer rain should be assessed relative to winter and spring rain 
levels. Therefore, this second approach can be misleading as it may highlight influencing periods without 
considering the historical context.  
With changing data structures, new methods are needed to fully explore data time series and improve 
understanding of physiological processes, particularly in perennial crops. As a case study, this paper 
evaluates the potentialities of a Bayesian functional Linear regression with Sparse Steps functions 
(Grollemund et al., 2019), the BLiSS method, in detecting influencing periods and variables on a given 
quantitative physiological indicator. The BLiSS method allows a time series to be fully analysed while 
considering data correlation over time. The continuous effect of temperature in year n-1 on cluster number 
per vine (CN) in year n is investigated. Grapevine yield is determined over two years, the year of harvest 
(year n)and the previous year (year n-1). CN is considered to be the main yield‐determining component, 
affecting 60% of final yield variability, and is mainly determined during year n-1 (Guilpart et al., 2014, Li‐
Mallet et al., 2016). In this way, understanding which variables and periods affect the CN elaboration 
process could help early yield forecasting. Temperature during year n-1 is known to be highly influential on 
bud fruitfulness, which directly impacts CN (Li‐Mallet et al., 2016). Beyond yield parameters, such as CN, 
numerous papers have emphasised the need to analyse time series to highlight the effects of environmental 
variables on other vine parameters, such as phenological stages (Zapata et al, 2017) or berry parameters 
(Rienth et al., 2014 ; Pastore et al., 2017). Other recent studies have also challenged the actual knowledge 
about the influence duration of some environmental variables (Gaiotti et al., 2018). This paper aims to 
assess the potentialities of the BLiSS method to highlight periods of significant temperature influence on CN 
and validate its relevance to explore times series in any similar cases.  

2. Material and Methods 
Data from a commercial Cabernet‐Sauvignon (Vitis vinifera cv. Cabernet Sauvignon) vineyard field (~1 ha) in 
the Bordeaux region (France) were used for the study. CN was recorded after fruitset on the same 100 vines 
from 2007 to 2018. For the BLiSS analysis, each individual corresponds to a CN observation in each year. 
Daily minimum (Tmin) and maximum (Tmax) temperature (°C) were collected by a local weather station. To 
reduce processing time, temperature data were aggregated into 10‐day periods. For the BLiSS analysis, each 
individual was regressed against the Tmin and Tmax time series from March 1st to October 25th of year n-1. 
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The analysis was performed using the package bliss version 1.0.0 (Grollemund, 2019) in R 3.5.1 (R Core 
Team, 2018). The Tmin and Tmax times series were analysed independently. 
 
3. Results and discussion 
The four detected periods of Tmin influence during year n-1 are presented on Fig.1(A). Periods (i), (ii) and 
(iv) are positively correlated to CN i.e. high Tmin occurring during these periods increased CN, whereas 
period (iii) is negatively correlated to CN i.e. high Tmin during this period decreased CN. Periods (i) and (iii) 
are characterized by a lower intensity but higher degree of confidence than periods (ii) and (iv) i.e. the 
influence of periods (i) and (iii) on CN might be of lower intensity but occurs more frequently, whereas the 
influence of periods (ii) and (iv) might be of higher intensity but happens over fewer seasons. The duration 
of periods (i) and (iii) exceeds one month, whereas periods (ii) and (iv) last approximately three weeks. 
Similarly, the three periods of Tmax influence on CN are presented in Fig.1(B). Periods (v) and (vii) are 
positively correlated to CN whereas period (vi) is negatively correlated to CN. Period (v) is characterized by 
two modalities : one related to a two‐month period of low impact with a high degree of confidence and one 
related to a one‐month period (around May) of higher impact but a medium degree of confidence. It means 
that in this two‐month period, Tmax moderately increases CN over the duration of the period more often 
than it does with higher intensity for a short time in the middle of the period. Figures 1(A) and 1(B) periods 
are mainly characterized by similar degrees of confidence but mostly differ in duration and intensity. 

 
Figure 1. Graphical representation of the BLiSS output showing possible periods of influence respectively of 
(A) Tmin and (B) Tmax on CN from March 1

st
 to  October 25

th
 of year n-1. The black line indicates the 

duration and the intensity of the influence over time. The colour gradient from yellow to red illustrates the 
degree of confidence for the detected period, respectively from low to high. The x axis labels M,A,M,J,J,A,S,O 
represent March, April, May, June, July, August, September, October respectively. Average dates of 
budbreak, bloom and veraison recorded from 2006 to 2018 are indicated. 
 
3.1 Agreement between the BLiSS results and reported literature 
Periods (i), (v), (ii), (vi) and (iii) respectively coincided with budbreak, bloom, veraison and maturation 
periods. The detected periods for temperature influence are in agreement with literature results (Guilpart et 
al., 2014 ; Li‐Mallet et al., 2016 ; Molitor & Keller, 2017) but sometimes suggest a different duration or the 
existence of several effects. These results confirm that the BLiSS method can effectively detect periods of 
temperature influence on CN that are already known and previously reported in literature. Periods (iv) and 
(vii) were not reported in literature but detected with a medium degree of confidence by the BLiSS method. 
They refer to a post‐harvest period during year n-1. The method sheds new light on the duration of known 
periods of influence and suggests the existence of previously unreported periods influencing CN. These 
results do need to be validated with viticulture experiments.  
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3.2 The BLiSS method allows an exploratory analysis of time series  
The BLiSS method allowed an objective detection of periods of temperature influence on CN during the year 
n-1. Each detected period was characterized by a duration, an intensity and a degree of confidence. 
However, further understanding of temperature effects on CN determination in year n-1 will require 
classifying the detected periods by order of decreasing influential importance. Such a classification requires 
balancing the criteria of duration, intensity and degree of confidence according to one’s objectives. This can 
be done in a second step, either by introducing expert knowledge or by using explanatory methods that 
would involve the periods that have already been detected.  

 
4. Conclusion 
The ability of the BLiSS method, as an exploratory approach, to reveal new potential periods of influence on 
vine physiological processes and to challenge actual knowledge about the duration of these influential 
periods shows great promise. In addition, detecting in parallel analysis the influential periods for the same 
variable on different vine physiological parameters could also help in identifying some synergies and 
possible explanatory mechanisms of vine physiology. Data mining approaches, such as the BLiSS method, 
could allow a more pertinent time series exploration prior to any work using ecophysiological, genetical, 
chemical or other indicators.  
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